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中南财经政法大学课程教学大纲

Course Syllabus of

Zhongnan University of Economics and Law

	Course Title: Machine Learning

	Course Code
	41143016
	Semester
	Spring

	Teaching Hours
	48
	Credits
	3

	Prerequisites
	· Solid mathematical background, equivalent to a 1-semester undergraduate course in each of the following: linear algebra, multivariate differential calculus, probability theory, and statistics.
· Python programming required for most homework assignments.
· Computer science background up to a "data structures and algorithms" course.

	Instructor Information

	Name
	XIA Song
	Email
	24678790@qq.com 

	Institute
	School of Information and Safety Engineering

	Applicable Object
	International Students

	Course Objectives
	Understand the Concepts, Techniques and Mathematical Frameworks Used by Experts in Machine Learning
· Visualize data to understand relationships and assess data quality

· Apply linear algebra, statistics, and optimization techniques to create machine learning algorithms

· Understand engineering and business objectives to plan applications

· Assess data information content and predictive capability

· Detect overfitting and implement strategies to improve prediction

· Master the use of machine learning packages with understanding of how hyperparameters can be adjusted to improve performance

· Understand the differences between classification, regression, and clustering and when each can be applied

· Communicate machine learning decisions with uncertainty quantification

· Implement machine learning techniques successfully to complete a group project


	Course Description

(200 words)
	Theory of machine learning with engineering applications.

Machine learning is a convergence of linear algebra, statistics, optimization, and computational methods to allow computers to make decisions and take action from data. Examples of machine learning are now pervasive and are expected to further influence transportation, entertainment, retail, and energy industries. This engineering course reviews theory and applications of machine learning to engineering applications with a survey of unsupervised and supervised learning methods.

The course combines mathematical details with several case studies that provide an intuition for machine learning with methods for classification, regression, and dimensionality reduction. A second phase of the course is a hands-on group project. The engineering problems and theory will guide the student towards a working fluency in state-of-the-art methods implemented in Python.


	Assessment Methods
	Your final grade will be determined by your performance on the various aspects of the class:

· Homework: 25%, assessed on your individual submissions. We will drop the lowest homework grade.

· Project: 70%, assessed on meeting the project criteria and your peer assessment. The 70% is split between the two milestones and the proposal. 10% are assigned to the proposal, 20% are assigned to your first milestone, 40% to your final submission.

· Group Activities: 5%, 1% for each activity.

We will evaluate your work holistically beyond mechanical correctness and focus on the overall quality of the work.


	Textbooks and References
	Textbooks
Python Machine Learning: Machine Learning and Deep Learning with Python, scikit-learn, and TensorFlow 2, 3rd Edition, Packt Publishing, 2019
References
The Elements of Statistical Learning (Hastie, Friedman, and Tibshirani)
Pattern Recognition and Machine Learning (Christopher Bishop)
Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow, 2nd Edition (Aurélien Géron)


	Course planning

	Chapter 1
	Giving Computers the Ability to Learn from Data
· Building intelligent machines to transform data into knowledge

· The three different types of machine learning
· Introduction to the basic terminology and notations
· A roadmap for building machine learning systems
· Using Python for machine learning


	Chapter 2 
	Training Simple Machine Learning Algorithms for Classification
· Artificial neurons – a brief glimpse into the early history of machine learning
· Implementing a perceptron learning algorithm in Python
· Adaptive linear neurons and the convergence of learning


	Chapter 3
	A Tour of Machine Learning Classifiers Using scikit-learn
· First steps with scikit-learn – training a perceptron

· Modeling class probabilities via logistic regression
· Maximum margin classification with support vector machines
· Solving nonlinear problems using a kernel SVM
· Decision tree learning
· K-nearest neighbors – a lazy learning algorithm


	Chapter 4
	Building Good Training Datasets – Data Preprocessing
· Dealing with missing data
· Handling categorical data
· Partitioning a dataset into separate training and test datasets

· Bringing features onto the same scale

· Selecting meaningful features
· Assessing feature importance with random forests


	Chapter 5
	Compressing Data via Dimensionality Reduction
· Unsupervised dimensionality reduction via principal component analysis
· Supervised data compression via linear discriminant analysis
· Using kernel principal component analysis for nonlinear mappings


	Chapter 6
	Learning Best Practices for Model Evaluation and Hyperparameter Tuning
· Streamlining workflows with pipelines
· Using k-fold cross-validation to assess model performance
· Debugging algorithms with learning and validation curves
· Fine-tuning machine learning models via grid search
· Looking at different performance evaluation metrics


	Chapter 7
	Combining Different Models for Ensemble Learning 
· Learning with ensembles

· Combining classifiers via majority vote
· Bagging – building an ensemble of classifiers from bootstrap samples
· Leveraging weak learners via adaptive boosting


	Chapter 8
	Applying Machine Learning to Sentiment Analysis
· Preparing the IMDb movie review data for text processing
· Introducing the bag-of-words model
· Training a logistic regression model for document classification
· Working with bigger data – online algorithms and out-of-core learning
· Topic modeling with Latent Dirichlet Allocation


	Chapter 9
	Embedding a Machine Learning Model into a Web Application
· Serializing fitted scikit-learn estimators 

· Setting up an SQLite database for data storage

· Developing a web application with Flask
· Turning the movie review classifier into a web application
· Deploying the web application to a public server


	Chapter 10
	Predicting Continuous Target Variables with Regression Analysis
· Introducing linear regression
· Exploring the Housing dataset
· Implementing an ordinary least squares linear regression model
· Fitting a robust regression model using RANSAC 

· Evaluating the performance of linear regression models 

· Using regularized methods for regression 

· Turning a linear regression model into a curve – polynomial regression
· Dealing with nonlinear relationships using random forests


	Chapter 11
	Working with Unlabeled Data – Clustering Analysis
· Grouping objects by similarity using k-means
· Organizing clusters as a hierarchical tree
· Locating regions of high density via DBSCAN


	Chapter 12
	Implementing a Multilayer Artificial Neural Network from Scratch
· Modeling complex functions with artificial neural networks
· Classifying handwritten digits
· Training an artificial neural network
· About the convergence in neural networks

· A few last words about the neural network implementation



