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中南财经政法大学课程教学大纲

Course Syllabus of

Zhongnan University of Economics and Law

	Course Title: Introduction to Data Science

	Course Code
	41142005
	Semester
	Autumn

	Teaching Hours
	48
	Credits
	3

	Prerequisites
	Basics in computer science including programming and mathematics including probability and statistics, linear algebra

	Instructor Information

	Name
	XIA Song
	Email
	24678790@qq.com 

	Institute
	School of Information and Safety Engineering

	Applicable Object
	International Students

	Course Objectives
	On completion of the course the student shall be able to:
· find publicly available data sets and evaluate their usefulness for given purposes,

· process data and transform it for analysis,

· use common clustering and dimension reduction methods to explore data sets and argue on mathematical grounds for the relevance of the methods to the data set and the purpose in question,

· choose among common probabilistic models for analysis of data set,

· when choosing model, take into account limitations in computational capacity and complexity,

· evaluate the reliability of a solution by applying appropriate theoretical principles, including finite sample bounds,

· consistently take into account aspects of ethics, law and integrity,

· present the conclusions of an analysis / end product of an application.


	Course Description

(200 words)
	These will be accomplished through course activities on the following data science topics:

· Introduction to data analysis tools in Python

· Descriptive statistics

· Data structures with Pandas

· Introductory hypothesis testing and statistical inference

· Web scraping and data acquisition via APIs

· Linear regression

· Classification methods, including logistic regression, k-nearest neighbors, decision trees, support vector machines, and neural networks

· Data visualization

· Clustering methods

· Dimensionality reduction, including principle component analysis

· Network analysis

· Rating, ranking, and elections

· Cleaning and reformatting messy datasets using regular expressions or dedicated tools such as open refine

· Natural language processing

· Ethics of big data


	Assessment Methods
	Your final grade will be determined by your performance on the various aspects of the class:

· Homework: 25%, assessed on your individual submissions. We will drop the lowest homework grade.

· Project: 70%, assessed on meeting the project criteria and your peer assessment. The 70% is split between the two milestones and the proposal. 10% are assigned to the proposal, 20% are assigned to your first milestone, 40% to your final submission.

· Group Activities: 5%, 1% for each activity.

We will evaluate your work holistically beyond mechanical correctness and focus on the overall quality of the work.


	Textbooks and References
	Textbooks
Introduction to Data Science: A Python Approach to Concepts, Techniques and Applications, 1st edition, Laura Igual, Santi Seguí, Springer, 2017
References
Python for Data Analysis: Data Wrangling with Pandas, NumPy, and IPython, 2nd edition, Wes McKinney, O’Reilly Media (2017)
Data Science from Scratch: First Principles with Python, Joel Grus, O’Reilly Media (2015)


	Course planning

	Chapter 1
	Topic1: What is Data Science?
Topic2: About This Book
……


	Chapter 2 
	Topic1: Toolboxes for Data Scientists
Topic2: Fundamental Python Libraries for Data Scientists
Topic3: Data Science Ecosystem Installation
Topic4: Integrated Development Environments (IDE)
Topic5: Get Started with Python for Data Scientists
……



	Chapter 3
	Topic1: Descriptive Statistics
Topic2: Data Preparation
Topic3: Exploratory Data Analysis
3.3.1 Summarizing the Data 

3.3.2 Data Distributions 

3.3.3 Outlier Treatment 

3.3.4 Measuring Asymmetry: Skewness and Pearson’s

Median Skewness Coefficient

3.3.5 Continuous Distribution

3.3.6 Kernel Density
Topic4: Estimation
3.4.1 Sample and Estimated Mean, Variance and Standard Scores,
3.4.2 Covariance, and Pearson’s and Spearman’s Rank Correlation
……



	Chapter 4
	Topic1: Statistical Inference: The Frequentist Approach
Topic2: Measuring the Variability in Estimates

4.3.1 Point Estimates

4.3.2 Confidence Intervals
Topic3: Hypothesis Testing

4.4.1 Testing Hypotheses Using Confidence Intervals

4.4.2 Testing Hypotheses Using p-Values
Topic4: But Is the Effect E Real?
……



	Chapter 5
	Topic1: Supervised Learning 

5.1 Introduction 

5.2 The Problem 

5.3 First Steps

5.4 What Is Learning? 

Topic2: Learning Curves 

5.6 Training, Validation and Test 

Topic3: Two Learning Models

5.7.1 Generalities Concerning Learning Models

5.7.2 Support Vector Machines 

5.7.3 Random Forest 

5.8 Ending the Learning Process 

Topic4: A Toy Business Case
……


	Chapter 6
	Topic1: Regression Analysis
Topic2: Linear Regression 

6.2.1 Simple Linear Regression

6.2.2 Multiple Linear Regression and Polynomial Regression

6.2.3 Sparse Model
Topic3: Logistic Regression


	Chapter 7
	Topic1: Unsupervised Learning
Topic2: Clustering 
7.2.1 Similarity and Distances 
7.2.2 What Constitutes a Good Clustering? Defining

Metrics to Measure Clustering Quality
7.2.3 Taxonomies of Clustering Techniques
Topic3: Case Study


	Chapter 8
	Topic1: Network Analysis
Topic2: Basic Definitions in Graphs 

Topic3: Social Network Analysis

8.3.1 Basics in NetworkX 
8.3.2 Practical Case: Facebook Dataset 
Topic4: Centrality
8.4.1 Drawing Centrality in Graphs 
8.4.2 PageRank 
Topic5: Ego-Networks
Topic6: Community Detection



